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Abstract—Fog and edge computing have given rise to applications that utilize cloud services at the edge of the network. To enable services at the edge, compute nodes are provisioned at strategic positions throughout the network in order to avoid bottlenecks and reduce latency. A lot of research has been conducted in this context, resulting in multiple computing platforms which organize the compute nodes using different communication types, i.e., hierarchical, peer to peer or hybrid. To better understand the role communication plays in fog and edge computing, this paper reviews key literature on fog computing platforms and identifies research challenges that emerge. The outcomes of this review also suggest that the communication type of a computing platform affects the functionality of the final applications.

Index Terms—Edge computing, Literature review

I. INTRODUCTION

The compute resources of a fog/edge computing system are heterogeneous and geographically distributed [1]. These resources are typically represented by physical or virtual compute nodes which integrate logic to communicate with the nodes in proximity and outsource workloads towards each other [2], [3]. Outsourcing workloads towards compute nodes in proximity (rather than towards remote clouds) hinders the formation of bottlenecks and reduces latency, which can be useful for coping with the increased traffic from the Internet of Things (IoT) [4], [5]. Thus, hereinafter the fog is considered to consist of multiple compute nodes which may reside in the cloud, the core network or the edge and share workloads in order to facilitate applications, e.g., for the IoT [6].

Notable advances in the field of fog/edge computing describe the development of fog computing platforms [7]. However, since the focus of these platforms has been to demonstrate the runtime environment, the internal communication types are often not analyzed or evaluated. Even though all fog computing platforms share similar goals (e.g., to facilitate IoT applications), the compute nodes within them are organized differently [8]. As a consequence, each platform offers different functionality to the applications. For this reason, it is important to understand how the compute nodes are organized in the fog, which are the alternatives and which is the preferred communication type based on the requirements of the final application in mind.

The contributions of this paper are: i) The three main types of communication in fog computing are identified, namely: hierarchical, peer to peer (P2P) and hybrid. ii) A review of fog computing platforms is conducted, which focuses on the communication among the compute nodes and maps each platform to the respective communication type. iii) A set of criteria based on requirements of fog computing is proposed for comparing the reviewed computing platforms and communication types. iv) Research challenges in the communication among the compute nodes of the fog are identified by examining which criteria are met by each communication type. Even though current literature recognizes and briefly discusses communication types in the fog (e.g., [8] and [9]), the paper at hand provides a first attempt at showing that the communication type of a computing platform has an impact on the functionality of the final applications.

The rest of this paper is structured as follows. Sections II, III and IV present fog computing platforms from the literature and categorize them as hierarchical, P2P or hybrid, respectively. Afterwards, Section V provides a comparison of the discussed literature and identifies research challenges that emerge. Finally, Section VI concludes the paper.

II. HIERARCHICAL COMMUNICATION IN THE FOG

The hierarchical type refers to the communication among compute nodes which form a tree-like topology as shown in Fig. 1. In this type, each compute node implements functionality to reach the nodes lower/higher in the hierarchy. Usually, the compute nodes in the highest level of the hierarchy, reside in the cloud which is responsible for global coordination [9]. The following paragraphs present three representative platforms which operate using the hierarchical communication type. Other similar approaches can be found in [10]–[14].
Chekired and Khoukhi [15] propose a hierarchical multi-layer fog computing architecture for IoT applications. To realize this architecture, the authors suggest organizing the compute nodes of the network in a tree hierarchy which represents the fog and use the fog in order to minimize latency and processing delay. The basic idea of this approach is to aggregate the peak workloads that exceed the capabilities of low layer compute nodes to nodes with higher resource capacities (i.e., higher in the hierarchy). This enables the handling of larger amounts of IoT devices, especially during peak hours. Along with the architecture, the authors also develop an algorithm for distributing workloads over the layers of the hierarchy. This algorithm takes into account the amount of compute resources which are provisioned to handle each workload and solves an optimization problem in order to minimize the average execution delay.

Sinaeepourfard et al. [16] develop a fog computing architecture for data preservation in the IoT. This architecture exploits the compute nodes of the fog in order to reduce latency while using the cloud for resource demanding computations. The compute nodes in this architecture are organized hierarchically in a multi-layer structure. The top layer of this structure represents the compute nodes in the cloud while the other layers represent the compute nodes of the fog. The number of layers in the fog depends on the amount of participating compute nodes. In this architecture, the authors design a data preservation mechanism for the IoT. According to this mechanism, the data is collected by the nodes of the lowest layer, which reside at the edge. If this data is requested by an application, it is available in real time because of the close proximity. However, since the storage capacity at the edge is limited, the least recent data is periodically transferred upwards the hierarchy.

Skarlat et al. [17] propose FogFrame, a framework for enabling the execution of workloads in the fog. FogFrame organizes the participating resources into a hierarchy of compute nodes. At the top of the hierarchy, there is a cloud compute node. Below the cloud, the compute nodes of the fog follow a tree structure with the IoT devices as the leaves. Between the cloud and the fog, there is a centralized component called the fog controller. This component is responsible for provisioning virtual resources to the compute nodes. Moreover, the fog controller provides an interface for new nodes that want to join the system. In this architecture, a workload can be submitted for execution to any of the compute nodes in the fog. After submission, the workload is distributed among multiple compute nodes at the edge of the network, unless there are not enough compute resources. In this case, the workload is outsourced to the cloud.

In general, based on the hierarchical communication type, the compute nodes of the fog are organized in layers according to resource capacities. This can be beneficial to fog computing platforms, especially for the resource constrained IoT devices. These devices do not have the resources to implement complex mechanisms for executing or forwarding workloads [18]. For this reason, the resource constrained devices are configured to occupy the leaves of the tree hierarchy acting only as data sources and thus, they are not required to perform resource demanding activities.

III. Peer to Peer Communication in the Fog

The P2P communication type refers to organizing the compute nodes of the fog in a P2P manner as shown in Fig. 2. This means that the compute nodes communicate with each other by having a partial view of the network [19]. P2P has shown potential for handling fog infrastructures in a scalable manner and for this reason, P2P mechanisms have found use in fog computing platforms [20]. The following paragraphs present platforms that use the P2P type to organize the compute nodes within the fog. Similar P2P approaches can be found in [21]–[23].

Santos et al. [24] propose a resource discovery service based on Distributed Hash Tables (DHTs) which can be used for dynamic resource provisioning in fog computing. A DHT is used for providing a mechanism to organize the compute nodes in a ring structure, because of the provable performance metrics (e.g., logarithmic performance of node lookup operations). Thus, by using DHTs, the nodes exchange provisioning information about the available compute resources and service level information about the workloads (e.g., allocated amount of bandwidth). Mechanisms for proximity awareness and fault tolerance (which can be useful for fog computing scenarios) when using DHTs have also been proposed in the literature [25]. However, even though this approach provides a messaging system for exchanging provisioning information, no actual provisioning mechanisms are discussed. To assess the proposed approach, the authors examine three alternative P2P protocols (which are based on DHTs), namely: Chord, Kademlia and Pastry.

Tato et al. [26] propose Koala, an overlay network which can be used for organizing all the compute nodes. This overlay targets the decentralization of the cloud by assuming an environment of many small geographically distributed data centers. Koala lowers the protocol overhead by eliminating periodic messages typically used for detecting node failures. Instead, failures are discovered by detecting the nodes that do not respond to the application traffic. Upon the discovery of such nodes, the routing information of the responsive nodes is
updated in order to account for the failures. This mechanism is used for providing fault tolerance to the overlay network. Moreover, this overlay provides proximity aware routing. For this, all compute nodes are organized in a ring structure and each node maintains only a partial view of the system. This view is used for routing by choosing the next hop of each message based on a trade-off between hop count and latency. Cabrera et al. [27] propose a system model and a P2P implementation for fog computing storage. This storage aims at coping with the increased amount of generated data from the IoT devices by managing the data of the different devices in the fog. To this end, the compute nodes of the fog are organized into a P2P network in order to provide storage with low latency and high throughput. Each compute node communicates with the nodes in proximity using wireless means. In order to provide fault tolerance, the authors propose a mechanism to account for compute nodes that leave/disconnect from the network unexpectedly. According to this mechanism, the data is stored in a distributed manner among the compute nodes of the fog. If one of these nodes becomes unresponsive, the responsive nodes select a leader which gathers the chunks of the data from all the other nodes. Then, the leader reassembles the data using forward error correction codes and redistributes chunks of the data to the remaining nodes. This way, the proposed solution becomes fault tolerant and the data remains available even when compute nodes fail.

P2P is a well established communication type for computing at the edge of the network [28]. For this reason, integrating P2P communication in fog computing platforms ensures tolerance to node failure. However, the organization of P2P networks, assumes that all nodes are equal and does not account for resource heterogeneity.

IV. HYBRID COMMUNICATION IN THE FOG

The hybrid communication type refers to organizing the compute nodes of the fog using both the hierarchical and the P2P types as shown in Fig. 3. In this case, the compute nodes are still organized in layers. However, the nodes of each layer may communicate with each other using P2P or device to device connectivity, i.e., without requiring the presence of an intermediate node [29]. This can be useful for the case that different parts of the fog have different requirements. For instance, dynamic compute nodes at the edge may have different requirements for fault tolerance than the stable compute nodes of the cloud. The following paragraphs present fog computing platforms which implement the hybrid communication type. Similar approaches can be found in [30]–[33].

Lee et al. [34] propose a framework for forming fog networks in order to outsource workloads from IoT applications. To this end, the authors formulate an optimization problem with the objective to select the neighbor nodes of each compute node dynamically, so that outsourcing workloads to the neighbors results in minimum computational latency. To solve this problem, the compute nodes of the fog form connections with each other and communicate in a device to device manner. However, the overall architecture of the system is organized hierarchically using three layers. The bottom layer contains resource constrained IoT devices which outsource workloads to the layer higher in the hierarchy, i.e., the fog layer. Each compute node of the fog layer shares the workload with the neighbor nodes in proximity, but can also outsource workloads to the cloud layer which is located at the top of the hierarchy.

Chen et al. [35] present a framework for outsourcing workloads from mobile applications towards the cloud. This framework offers the flexibility of selecting whether a workload should be: i) executed locally on the mobile compute node, ii) outsourced and shared among compute nodes in proximity or iii) outsourced towards compute nodes in the cloud. Therefore, this framework is based on a hierarchical three-layer architecture with the mobile devices at the bottom, a layer of fog compute nodes in the middle and the cloud at the top. However, the workloads are outsourced based on an optimization problem that minimizes the execution cost. According to the solution of this problem, workloads can be outsourced on the path of the hierarchy towards the cloud or on a path among the compute nodes of the fog, which communicate with each other in a device to device manner. For solving this optimization problem, the authors develop two heuristics (based on the random/greedy concept) which show efficient outsourcing of workloads in fog computing environments.

Fu et al. [36] design a framework for providing reliable storage based on fog computing in order to deal with the increased amount of data stemming from the IoT. This framework integrates an architecture with different kinds of compute nodes, i.e., edge servers, proxy servers and cloud servers. In this architecture, the data from the IoT is first sent to the edge servers. The edge servers transform the data into a unified representation and fuse them at the feature level. Then, the data is sent to the proxy servers which encrypt the data and make it suitable for storing in the cloud. To access the data from the cloud, the user sends the trapdoor of the query to the cloud server which uses the trapdoor to search for the encrypted data. This way, secure cloud storage is achieved by outsourcing the necessary encryption workloads to the compute nodes of the fog. Notably, even though each compute node performs specific operations, the edge servers also communicate with each other, making it possible to share the workloads in a...
P2P or similar manner.

The hybrid communication type attempts to combine hierarchical organization with P2P elements. To this end, this communication type supports resource heterogeneous compute nodes due to the inherent hierarchical structure. However, fault tolerance mechanisms are no longer supported because the hybrid approaches use simple P2P connections instead of fully fledged P2P protocols.

V. DISCUSSION AND RESEARCH CHALLENGES

After presenting representative fog computing platforms for each communication type (cf. Sections II–IV), this section discusses differences and research challenges based on the reviewed literature. To compare the types of communication in the fog, a set of criteria is proposed, based on requirements of fog computing. Specifically, these criteria are:

- **Resource heterogeneity.** The fog includes a plethora of resource heterogeneous devices that need to be configured and maintained [37]. This criterion denotes if a platform considers this heterogeneity in the organization of the fog.

- **Provisioning mechanism.** This criterion shows if a platform includes a mechanism to provision virtual resources for providing automatic resource management [38].

- **Duplex outsourcing.** Fog computing platforms implement scheduling algorithms for outsourcing workloads on compute nodes across the system [7]. This criterion denotes if a platform allows duplex communication for potentially enabling compute nodes to outsource workloads in a duplex manner, e.g., from the edge to the cloud and also from the cloud to the edge.

- **Proximity awareness.** Fog computing uses the proximity between data source and compute node to reduce latency [39]. This criterion shows if a platform integrates a measure (e.g., hop count, latency) to determine proximity.

- **Fault tolerance.** This criterion shows if a platform is able to maintain a fog network connected when compute nodes fail unexpectedly. This is a serious challenge in fog computing because faults may occur at any time [40].

According to these criteria, Table I is presented in order to show the differences among the reviewed platforms. Based on this table, the hierarchical communication copes well with heterogeneous devices. This happens because the hierarchical type utilizes different layers for different devices. Moreover, the hierarchical type is preferable for developing provisioning mechanisms. This may occur due to the simplicity of the hierarchical design whereby a compute node provisions virtual resources on the predecessors/successors. However, due to the assumption that the nodes of the immediate layers are in close proximity, additional proximity measures are often not utilized. Fault tolerance mechanisms are also neglected because the IoT devices that provide unstable resources often reside at the leaves of the tree hierarchy. Thus, having nodes that fail as leaves, does not divide a tree into disjoint parts.

Regarding the P2P communication type, there is inherent support (from P2P systems) for fault tolerance and proximity awareness. However, since the P2P approach considers all nodes as equal, node heterogeneity is often not supported. On the contrary, the hybrid communication which attempts to combine the other two types, is usually able to support the resource heterogeneity of the nodes because of the layered structure that aligns with the hierarchical. In addition, the hybrid type may enable proximity awareness because the devices within a layer communicate with each other in a P2P or device to device manner.

In general, Table I shows that each communication type meets different criteria and thus, the communication type of a platform affects the functionality of the final applications. However, since the proposed criteria are based on generic fog/edge computing requirements, all platforms can benefit from additional mechanisms to satisfy the unmet criteria. For this reason, the following research challenges are identified:

1) **How to integrate fault tolerance mechanisms from P2P into the hierarchical communication type?**
2) **How to extend the P2P communication type to account for resource heterogeneous compute nodes?**
3) **How to design provisioning mechanisms for the hybrid and the P2P communication types?**

These challenges refer to combining the hierarchical type with P2P communication in an efficient manner. Even though P2P was not originally designed for fog computing, this type can aid in realizing the vision of the fog because many P2P mechanisms are also applicable to fog computing [20], [37].

VI. CONCLUSION

The emergence of fog and edge computing have given rise to many computing platforms with compute nodes that communicate with each other using different communication types. For this reason, this paper conducts a review of key literature on fog computing platforms, which focuses on compute node communication. Moreover, the paper at hand proposes a set of criteria based on fog computing requirements, which can be applied to the computing platforms. By applying the criteria to the reviewed literature, the following conclusions are drawn:

i) The communication type of a fog computing platform should be determined according to the requirements of the final application because each type meets different criteria.
ii) Based on the criteria met by each communication type, research challenges that may advance future fog computing platforms can be identified.
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